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Correlation refers to a statistical measure that describes the extent to which two
variables are related or move together. In other words, it quantifies the strength and
direction of the relationship between two sets of data.
Key points about correlation include:
1. Strength: Correlation coefficients range from -1 to +1, where -1 indicates a
perfect negative correlation (as one variable increases, the other decreases), +1
indicates a perfect positive correlation (both variables increase together), and 0
indicates no correlation (variables are unrelated).
2. Direction: The sign of the correlation coefficient (+ or -) indicates the direction
of the relationship:

- Positive correlation: Both variables increase together.

- Negative correlation: One variable increase as the other decreases.
3. Linear Relationship: Correlation measures the linear relationship between
variables. It assumes that as one variable changes, the other changes proportionally.
4. Not Causation: Correlation does not imply causation. Even if two variables are
strongly correlated, it does not necessarily mean that one causes the other to change.
5. Correlation Coefficient: It is symbolized by “r”, and its calculation involves
standardizing variables by their standard deviations to ensure comparability.
Correlation is widely used in various fields, including statistics, economics, social
sciences, and natural sciences, to understand relationships between variables and to

make predictions based on observed data patterns.



The Problem

The purpose of the study is to ascertain how the relationship between pre-test,
post-test and final score.

Data

Download Adjusted R square file form the given link  https://dsdhakre.in/Datafiles.html
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Hypothesis

Hoi: There is no significant relationship between pre-test and final score
Ho,: There is no significant relationship between post-test and final score

Hos: There is no significant relationship between pre-test and post-test
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Reporting

Karl Pearson correlation between pre-test and final score was found to be moderate
positive and significant (r=0.643, p<0.001). Hence, Hy; was supported. This shows
that the marks increase in pre-test would lead to a final score. Correlation between
post-test and final score was also found to be high positive and significant (r=0.838,
p<0.001). Hence, Hy, was also supported. This shows that the marks increase in post-
test would also lead to a final score. But pre-test and post-test is not significantly
correlated.

Table shows the summary of the findings.

Correlation Matrix

Final Score Pre-test Score Pot-Test Score

Final Score Pearson's r —
df —
p-value —

Pre-test Score Pearson's r 0.643 * —
df 8 —
p-value 0.045 —

Pot-Test Score  Pearson'sr 0.838 ** 0.245 —
df 8 8 —
p-value 0.002 0.494 —

Note. * p < .05, ** p < .01, *** p < .001
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Plot
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Do your self

Download Correlation file form the given link  https://dsdhakre.in/Datafiles.html
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